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Abstract: An increase in growth and use of the internet has also resulted in attacks evolving and more novel attacks having 

a devastating effect are witnessed. The Intrusion Detection System (IDS) is yet to achieve maximum success due to false 

positives and low detection. The purpose of the study was to determine the modelling of an intrusion detection system using 

the Asynchronous Advantage Actor-Critic (A3C) Algorithm. In this paper we look at the following: (i) To evaluate the current 

machine learning techniques being used in IDS, (ii) To determine the effectiveness of using the Asynchronous Advantage 

Actor-Critic algorithm in anomaly detection, (iii) To select the appropriate training data set and prepare for use on A3C.  A 

conceptual study was done in looking at these objectives. The UNSW_TRAIN and UNSW_TEST were samples selected by 

purposive sampling from the whole population of UNSW-NB15 dataset. Analysis of the dataset was done using Python. Key 

findings were that anomaly detection approach is the best approach due to its ability to detect novel attacks. Also, there is 

need to continue research on intrusion detection and improve solutions to the problem of false positives and fully optimize on 

accuracy. The UNSW-NB15 dataset is comprehensive and so all the attack types should be used so as to accurately depict 

the intrusions and should selected attack types be used, feature selection should be done accurately so as to reflect modern 

attack types. 
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1. Introduction

With increased internet use both in online businesses and 

the soaring use of the Internet of Things technology, an 

exponential rise of internet activities has been witnessed. 

A Cyberthreat Defense Report by CyberEdge Group 

(2021) reported 86.2% of organizations that were 

surveyed were affected by a successful cyber-attack. A lot 

of research is being done in detecting behavioral 

anomalies in networks to make the internet safe.  

Zimek et al. (2017) define anomaly detection, which is 

also known as outlier detection as “the identification of 

rare items, events or observations which raise suspicions 

by differing significantly from the majority of the data”. 

Intrusion Detection Systems (IDS) analyze data traffic and 

detect behavioral anomalies which pose threats to the 

http://www.jriiejournal.com/
mailto:Junkiy62@gmail.com


442 

network including malicious activity and policy violations 

by both system insiders and external intruders.  

There are 2 types of IDS, Signature-based and anomaly 

based. While signature based rely on pattern recognition 

by having a database of known attack signatures for 

analysis, anomaly based uses statistical models built for 

normal traffic in the network and any deviation is an 

anomaly. This is good for detecting new attacks. For an 

IDS to be considered effective in terms of performance, it 

should be accurate in detecting intrusions by having a 

level of accuracy that is higher in classification and also 

achieving low false alarm rate.  

Machine learning techniques serve a reinforcing role in 

securing networks from sophisticated attackers who 

bypass basic IDS as they utilize modifiable, extensible, 

and reproducible datasets for learning. 

In unsupervised learning, due to the lack of existing 

classified labels, it assumes that most of the data is normal 

and smaller clusters are anomalies. This presents a false 

picture for high-dimensional data as it is typically sparse 

and so could have many small clusters which may not be 

anomalies hence leading to false alarms. Supervised 

methods on the other hand have labels for normal data and 

of known anomalies and its main weakness is that they 

cannot detect novel anomalies. 

DRL approach applies the principles of reinforcement and 

deep learning to be able to create efficient algorithms 

capable of scaling to previously unsolvable problems by 

making use of its ability to learn from raw data as input.  

1.2 Statement of the Problem 

The current Intrusion Detection System is effective in 

identifying anomaly behaviors in network usage. 

However, it is still hindered from achieving maximum 

performance due to a huge number of false positives 

reported and overall low detections caused by huge 

amounts of network data in addition to the unbalanced 

distribution of anomaly and normal behaviors as 

supported by Jiadong et al. (2019). This severely limits the 

effectiveness of the IDS because the number of real 

attacks is always less than that of false alarms. The system 

is then human dependent since all alerts must be reviewed 

so that legitimate operations may be allowed. The 

imbalanced dataset will create a bias negatively impacting 

evaluations (Fossaceca et.al, 2015) and so weakening the 

performance of the IDS. There is, therefore, a need for a 

more thorough, accurate, and autonomous Intrusion 

detection System that will strengthen the weaknesses of 

the current IDSs. This study, therefore, responds to this 

need. 

2. Literature Review

2.1 Evaluation of the Machine 

Learning Techniques Used in IDS 

 The IDS can be defined as a mechanism, whether a 

hardware or software that monitors a network or system to 

identify and mitigate attacks and policy violations. The 

main challenge being experienced in this information age 

is the unauthorized access to information which can then 

be used to harm the owner of the information or control 

the network security systems to perform illicit actions. 

Like street crime, with the growing number of human and 

digital targets, cybercrime is set to proportionally increase. 

This is due to an increase in connection technologies 

which include the cloud center data traffic which is 

increasing exponentially and confirmed by cisco to 

represent over 95% of data center traffic.) and projects a 

growth in number of devices connected to the IP networks 

to 29.9 billion devices by 2023 Cisco Annual Internet 

Report (2022). 

Mitchel (1997) has the definition of Machine Learning as 

the study of computer algorithms that automatically 

improves through different experiences. This involves 

looking at new ways to perform various tasks without 

explicit programming hence they utilize training data to 

build models for decision making and prediction. The 

learning method is by looking for patterns in data so as to 

make accurate predictions based on the examples with the 

aim being to allow learning without human intervention 

and adjust actions accordingly. This is supported by 

Janiesch et.al (2021) who states that machine learning 

describes the capacity of systems to use training data that 

is problem specific by learning from them so as to 

automate building of analytical models and solve 

associated tasks. Alzubi et,al (2018) points out that 
Machine Learning enables computers to imitate behavior 

of humans as each interaction and action taken, is an 

opportunity taken by the system to learn and apply the 

experience the next time there is a similar situation. 

 Machine learning has been classified in three as 

supervised learning where labeled data is used with the 

goal being to establish a relationship or general rule. The 

agent is directed on actions to maximize rewards by using 

examples from the labeled training dataset. The second is 

Unsupervised learning which uses unlabeled training data 

to find structure in those collections without prior training. 

It can detect new attack variants but it has a lot of false 

positives. The third classification is reinforcement 

learning. This is where interaction is made in a dynamic 

environment while working towards a goal in the problem 

space and is provided feedback as rewards, either positive 

or negative as it navigates the problem space and selects 

its actions to maximize that reward (Bishop, (2006)).  
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Support Vector Machine is one of the best algorithms used 

in IDS (Kuang et.al (2014)). It however like other 

algorithms has its strengths and weaknesses. Among its 

strengths is its best overall accuracy and also overfitting, 

which is common in Machine Learning algorithms can be 

easily overcome by combining with other algorithms like 

Genetic Algorithm. Even with the strengths, it still has 

weaknesses including that the training complexity is 

affected by the dimensionality and size of the dataset. 

Feature selection is then used to reduce the dimension of 

processed data and size and this results to reduced 

complexity and time needed to process the data. It also has 

higher false positives than others which makes it difficult 

to use. (Salo, 2018). 

2.1.1 Related Work 

Comparing results from experiments is very difficult. This 

is because differences that are pivotal rely on the test set 

used to obtain the results of the detection.  

The first concept of IDS was documented by Anderson 

(1980) at the National Security Agency (NSA) 1980. This 

included tools to assist the security administrators to 

analyze audit trails like the logs for user access, file access, 

and system events. 

Ambusaidi et al. (2016) introduced an IDS put together 

with a filter-inspired input reduction approach. The Kyoto 

2006 dataset, KDDCup99 dataset, and 18 features of the 

NSL-KDD were used in this experiment. The authors used 

a Flexible Mutual Information (FMI) technique, which is 

a non-linear correlation measure so as to maintain the 

correlation of the different input variables. The Least 

Square SVM (LS-SVM) classifier was used in the 

experiments. Results for the NSL-KDD dataset showed 

that, the LS-SVM FMI scored an accuracy of 99.94% and 

false alarm rate (FAR) of 0.28%. Using KDD Cup 99 

dataset, it was 78.86% accurate. On the 10th iteration using 

the Kyoto 2006 dataset, it had a detection rate of 97.80% 

and FAR of 0.43%. 

Bhosale et al. (2014) proposed a multi-agent intelligent 

system using reinforcement learning and an influence 

diagram to respond fast against complex attacks and use 

rules and procedures to assess the state of captured flow. 

Every agent uses the local database along with the 

information from others (decisions and events) to learn its 

policy. 

Khammassi et al. (2017) used GA and logistic regression 

for optimal feature subset selection on the UNSW-NB15 

and KDDCup99 datasets.  This showed that the feature 

subset selected using the method is effective for intrusion 

detection through different decision tree algorithms. After 

multiple simulations using Weka simulation tool, on 20 

out of 42 features of the UNSW-NB15 dataset, the 

Logistic Regression and Genetic algorithm together with 

DT classifier scored an accuracy of 81.42% and a FAR of 

6.39%. Also, using 18 features of the KDDCup99 dataset 

got a detection accuracy of 99.90% and FAR rate of 

0.105%. 

DRL methods from an integration of deep and 

reinforcement learning can detect and prevent the 

sophisticated types of cyber-attacks. Quah et al. (2002) use 

Temporal Difference learning on an actor-critic 

reinforcement learning model and uses it on classification 

using a fuzzy adaptative learning control network. The 

model developed is used on Iris dataset. 

Deokar and Hazarnis (2012) indicated the disadvantages 

of both anomaly-based and signature-based detection 

methods. The anomaly detection method has a high 

number of false positives. This is due to its flagging of 

activities occasionally performed as anomalies. The 

signature original multi-agent router throttling which 

detects by applying the divide-and-conquer does not 

detect novel attacks. This is because it uses stored patterns 

of attacks in detection. The proposed IDS would discover 

both known and unknown attacks by using the features of 

both anomaly and signature detection by using log files. 

The proposed IDS combined the RL method, association 

rule learning, and log correlation techniques.  

A proposal was made by Nakkeeran et al. (2010) for a 

detection system consisting of layered detection modules. 

The results of the nodes neighboring the current node are 

taken by the current node and the result passed on to the 

neighboring nodes. The experiment showed increased 

detection and reduced in false detection. 

Vikash et al. (2020) used the Information Gain 

methodology for a feature reduction method. The UNSW-

NB15 dataset was used for validation and filter-based 

feature extraction technique to select 22 of the 42 

attributes of the dataset. The classification process was 

carried out by using an integrated rule-based model using 

multiple classifiers that were Tree-based on the IDS. The 

Attack Accuracy (57.01%), F-Measure (90%), and False 

Alarm Rate (2.01) were the performance measurement 

results of the system. Since the technique was misuse 

based, it was not able to detect zero-day attacks. The 

recommendation on its improvement was by using other 

Machine Learning algorithms to replace the Tree-based 

methods. 

Muda et al. (2011) proposed a combination of K-Means 

clustering and Naïve Bayes classification for hybrid 

learning. The hybrid approach clusters data before 

classifying. The result of the experiment on KDD Cup ’99 

dataset shows that the approach had an accuracy of 99.5% 

on DOS and a precision of 40% for U2R. 

Hazem et al. (2008) proposed an intrusion detection 

algorithm and an architecture that includes 2 layers, a 

global and local layer which perform data collection, 

analysis, and response functions. The global layer is 

central. This system applies data mining approach and by 
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filtering out intrusive behavior and normal, analyzes data 

that is not known, resulting in reduced false alarms. 

Jiang et al. (2020) suggested a Network IDS framework 

using the One-Side Selection technique for reducing the 

number of noisy data records on the majority classes. 

Synthetic Minority Over Sampling was applied to raise the 

dataset minority examples with Convolutional Neural 

Networks being used to extract the spatial attributes and 

Bi-directional Long-Short Term Memory models for 

temporal attributes. This becomes a Deep Learning model 

for conducting predictive tasks. The UNSW-NB15 and 

NSL-KDD datasets were used in evaluation. The accuracy 

obtained from the test data was 77.16% for UNSW-NB15 

and 83.58% for NSL-KDD datasets. Although this was an 

improvement, maximum success is still yet to be achieved. 

Zhenghong et al. (2009) proposed using Machine 

Learning for anomaly detection where Bayesian 

classification algorithm is used for detection of anomalous 

nodes to the Wireless Sensor Networks characteristics like 

limited power, limited communication capacity, and 

limited computational capabilities of nodes. This achieves 

relatively high accuracy in detection and lowers false 

positives. After learning of a few samples is complete, it 

is also possible to establish detection rules. Using the 

model for simulation the authors attempted to proof that 

the proposed model could retrieve important association 

rules and differentiate with high accuracy between normal 

connection and the intrusion which is unknown. 

Osanaiye et al. (2016) came up with a multiple filters 

filter-based method for detecting Distributed Denial of 

Service attacks. The approaches applied include 

Information Gain, Gain Ratio, Relief, and Chi-Square. 

They used the NSL-KDD attack detection dataset to show 

the performance of the system they employed the Decision 

Tree (DT) algorithm for classification. The DT algorithm 

was subjected to the k-fold cross-validation method where 

k=10 for training and validation. The results were that 

using 13 out of 42 features the DT classifier had a 

detection of 99.67% and a FAR of 0.42%.  

From the conceptual study the researcher came up with the 

following findings: 

1. Most intrusion detection systems and research carried out

use supervised and unsupervised methods of machine

learning. These methods have achieved accuracies of up

to 98% for selected datasets. Zhou (2021) argue that

machine learning algorithms such as Random Forest (RF),

Bayes, AdaBoost achieved around 99% of precision for

the anomaly of ‘DDoS’ and ‘Portscan’.

2. The results of most studies done using machine learning

in intrusion detection using the available datasets have

been based on selected features of the dataset, thus feature

selection has to be done on the datasets so as to get an

optimal feature representative of the full feature set (Eesa

et al.,2015). The factors affecting the results include the

size of the dataset employed, the compute time and the

performance of the algorithms (Chandrashekar and Sahin, 

2014). 

3. Modern IDS perform well in detecting regular and known

intrusions but are weak in adversarial AI attacks where

malicious inputs are injected into the A.I training data.

This calls for continuous improvement of the intrusion

detection systems for better performance. This is because

accuracy and false alarm rates have not been fully

optimized.

4. The most used detection approach used is the anomaly

detection as opposed to the signature based as supported

by Karami and Guerrero-Zapata, 2015 because it is more

effective in detecting novel attacks.

5. The gap identified in these studies was that there is a need

to continually improve the performance of intrusion

detection systems. Accuracy and false alarm rate have not

been fully optimized. Besides, deep reinforcement

learning applications on intrusion detection systems have

not been exhaustively tested and more work is needed to

be done in the area.

2.2 Effectiveness of Using A3C in

Anomaly Detection

The Asynchronous Advantage Actor-Critic algorithm is

one of the latest algorithms developed under Deep

Reinforcement Learning. It makes use of multiple agents.

Each agent information on the network and a copy of the

environment. These agents explore and learn with each

interaction with their individual environments

asynchronously. A3C is good because it does not

overutilize the GPU resource hence computational

efficient and also uses less time when training. Its clear

structure also makes it easier to debug and optimize. Deep

Reinforcement Learning consists of: V(s), the long-term

expected cumulative reward starting from state (s) and is

used to evaluate the state (s), Q(s, a) refers to the long-

term expected cumulative reward starting from executing

action (a) in the state (s) and Π(s, a), the probability of

executing action under state (s) (Sutton R.S     (2018)).

Since the global network controls the agents and each 

agent sends the gained knowledge from exploration to the 

global network and the global network also enables the 

agents to acquire diversified training data, this enables the 

algorithm to perform better than other reinforcement 

learning techniques. The workers and the global agent are 

modeled as Deep Neural Networks each with two outputs: 

One is for the critic which is scalar and shows the expected 

reward of a given state, V(s). The other which is a vector 

is for the actor and shows probability distribution over all 

possible actions (s, a). Advantage value shows the agent 

how much better the rewards were in comparison to its 

expectation. The agent then gains better insight of the 

environment which improves the learning process. The 

advantage metric is given by the following expression: - 

Advantage: A = Q (s, a) – V(s) 

Since other reinforcement learning techniques are 

specifically based on either Value Iteration methods or 
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Policy Gradient methods, A3C is better placed as it 

combines the best parts of both methods and predict the 

value and optimal policy functions. A3C is also applied on 

both discrete as well as continuous action spaces. 

A3C has also been seen to be better than other 

reinforcement learning algorithms as supported by Sewak 

(2019), since it plays better than DQN in Atari 2600 games 

and others achieving DQN performance in half the time 

while using CPUs instead of GPUs and having the best 

results in comparison to other asynchronous parallel 

implementations like SARSA and Q-Learning.  

The conceptual study done in this area was ideal so not to 

engage in models that do not work leading to a waste of 

time. Also, a model could fail due to errors made, but with 

sufficient time it can be tried several times to ascertain its 

effectiveness. 

The success of the study is supported by Sewak (2019) that 

“Multiple agents of the actor-critic model could even work 

in parallel to interact with their individual instances of the 

environment thereby not only making the training faster 

but also removing a lot of bias and obviating large memory 

requirements. The parallel approach could be 

implemented in both synchronous and asynchronous 

manners. The Asynchronous Advantage Actor-Critic 

(A3C) implementation has been quite successful in 

surpassing many best scores of previous models across the 

Atari2600 games.” 

This is supported by Deepanshu (2020) who states that 

Reinforcement Learning is applicable in t every field that 

requires automation and exponential advancement. With 

the A3C having a fast-training speed and acting on both 

discrete and continuous action spaces resulting to an 

advantage when comparing the different RL algorithms. 

2.3 Selection of appropriate dataset 

There have been challenges in finding datasets that give a 

true reflection of the network traffic in the modern world 

and also has various low footprint attacks. This is because 

most of them are private because of security and privacy 

concerns. Publicly available datasets have also been 

largely anonymized and fail to validate that they exhibit 

real-world network traffic behavior. The quality of the 

dataset finally affects the reliability of the IDS. The 

KDD98, KDDCUP99, and NSLKDD datasets have been 

shown not to be reflective of current network traffic and 

lacks modern low footprint attacks found in the current 

network threat environment as supported by Tavallaee et 

al. (2009) and McHugh & John (2000).  

UNSW-NB15 Dataset 

The University of New South Wales Network Based 2015 

(UNSW-NB15) dataset is a comprehensive dataset for 

network intrusion detection systems and was created and 

benchmarked by Moustafa (2017) using the IXIA 

PerfectStorm tool. It was created for generating a hybrid 

of real modern behaviors considered normal and synthetic 

contemporary attacks using new and existing processes for 

feature generation. The traffic in this dataset was captured 

in two days, on the 22nd January and 15 hours of 17th 

February 2015 (Moustafa et al. (2015)) in the Cyber Range 

Lab of the Australian Centre for Cyber Security (ACCS). 

The preprocessed data is in PCAP files, CSV files, and the 

output of flow information extraction tools Argus and Bro-

IDS.  The dataset contains 45 features that are both 

numeric and categorical. These features are grouped as: 

1. Flow features include transport layer

features like IP addresses, ports, and

protocol type

2. Basic contains packet-based and flow-based

features, such as duration, number of bytes,

and number of packets.

3. Content features contains exploration of

connection content and window

advertisements or sequence numbers.

4. Time features contain features related to

time like jitter, start &amp; end time

5. Others are categorized as general purpose

and connection features.

3. Methodology

Quantitative methodology was selected for the study. This 

was important when looking at the appropriate dataset to 

be used in A3C. The dataset used is in CSV format. It was 

obtained from the internet and is downloadable from the 

website at; 

https://cloudstor.aarnet.edu.au/plus/index.php/s/2DhnLG

DdEECo4ys   

The sampled dataset was analyzed and visualized using 

python scikit learn which is a library containing tools for 

data analysis. This was done to ascertain the dependability 

of the dataset. The presentation of the various distributions 

in the dataset was in the form of pie chart and bar graph. 

Quantitative methodology promotes unbiased results that 

can be generalizable to a larger population (Lisa, 2008). 

2.3.1 Sampling Method 

Purposive sampling was applied in selecting the UNSW-

NB15 dataset as it was the most viable dataset to be used 

in the study. Morse and Niehaus (2009) assert thar the 

intent of sampling methods is to maximize efficiency and 

validity regardless of the methodology. The purposeful 

selection of the UNSW-NB15_TRAIN and the UNSW-

NB15_TEST was important as they would give detailed 

and true reflection of modern attacks. This is supported by 

Patton (2002) that purposive sampling is used for selecting 

cases rich in information so that limited resources can be 

used in the most effective manner possible. 

The training set which is employed for training of models 

has 175,341 records while the testing set employed for 

https://cloudstor.aarnet.edu.au/plus/index.php/s/2DhnLGDdEECo4ys
https://cloudstor.aarnet.edu.au/plus/index.php/s/2DhnLGDdEECo4ys
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testing trained models has 82,332 records having both 

attack in different types and normal. 

The dataset has 9 attack types as described in Moustafa 

and Slay (2016) and Moustafa and Slay (2016). 

Table 1: Attack Types Description Moustafa and Slay (2016) and Moustafa and Slay (2016) 

Type No. Description 

Normal Natural transaction data. 

Fuzzers Attempting to cause a program or network suspended by feeding it the randomly 

generated data.  

Analysis It contains different attacks of port scan, spam and html files penetrations 

Backdoor A technique in which a system security mechanism is bypassed stealthily to access a 

computer or its data.  

DOS A malicious attempt to make a server or a network resource unavailable to users, usually 

by temporarily interrupting or suspending the services of a host connected to the 

Internet.  

Exploits The attacker knows of a security problem within an operating system or a piece of 

software and leverages that  

knowledge by exploiting the vulnerability.  

Generic A technique works against all block-ciphers (with a given block and key size), without 

consideration about the structure of the block-cipher.  

Reconnaissance Contains all Strikes that can simulate attacks that gather information.  

Shellcode A small piece of code used as the payload in the exploitation of software vulnerability.  

Worms Attacker replicates itself in order to spread to other computers. Often, it uses a computer 

network to spread itself, relying on security failures on the target computer to access it.  

2.3.2 Conceptual Model 

In using reinforcement learning, the agent actions 

including dataset selection, prediction, and validation and 

a policy that maximizes rewards to attain higher accuracy. 

If the agent correctly predicts, a positive reward is given. 

The agent’s goal is to maximize rewards. In this study, the 

states included the dataset records, weights, and accuracy 

while the environment in which the agent operates is the 

UNSW-NB15 dataset. The conceptual model shows the 

systematic approach to the processes and how the 

objectives will be met. Figure 1 shows the reinforcement 

learning conceptual model for intrusion detection. 
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Figure 1: A Reinforcement Learning Conceptual Model for Intrusion Detection. Source: Researcher, 2022 

4. Results and Discussion

The UNSW-NB15 dataset was selected for this study. The 

dataset has 45 features and divided into UNSW-NB15-

TRAIN used for model training and UNSW-NB15-TEST 

for testing at 70% and 30% respectively. All the 45 

features were used in the study. This dataset was 

preprocessed and this included cleaning by ensuring no 

null values and consistent data and transformation by 

normalization and one hot encoding. 

The model should not train on the test data so as to avoid 

data leakage. Data leakage occurs during training when a 

model obtains information it was not to have and so 

introduce bias to the resulting model, leading to poor 

performance on the model for previously unseen data 

(Shabtai et.al (2012)). 
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Figure 2: IDS Architecture using UNSW-NB15 dataset 

In the proposed architectural design, the dataset passes 

through data preprocessing to ensure the dataset is ready 

for processing. This is then taken through model training 

where the training dataset is used and finally the model 

testing phase of the model using the test dataset. This 

process is iterative until a fine-tuned and desired fit model 

is found. In the preprocessing stage, the data was further 

separated in two for the training set and classified as 

normal and anomaly. The resulting fine-tuned dataset that 

had been preprocessed by cleaning, transformation and 

reduction was available for use in the IDS model 

developed.  

Dataset visualization represents information and data 

graphically. This is done using visual elements like charts 

and graphs. Tools used in data visualization enables one 

to see and understand trends, outliers, and patterns in data. 

The most important features of the dataset featured is 

shown in figures below 
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Figure 3: Protocols in the UNSW-NB15 dataset 

The first two protocols; the tcp and udp are the most 

common and cover most of the total protocols included in 

the dataset. The rest follow by distribution as shown in 

figure 3. 
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Figure 4: Distribution of attacks in UNSW-NB15 dataset 

The UNSW-NB15 dataset has 9 families of attacks and 

normal. All the attack types have been represented in the 

dataset with different distributions. The normal takes 

around a third while the rest is distributed among the 

different attack types with Generic attacks and exploits 

having the biggest number in the distribution as shown in 

figure 4. 

5. Conclusion and Recommendations

Although there have been notable improvements in 

Intrusion detection, adversarial attacks still pose a 

challenge to the realization of better intrusion detection 

systems. Application of deep reinforcement learning on 

intrusion detection has not been exhaustively done and 

tested and hence this calls for more research in this area 

due to its potential to solve such challenges. A3C 

algorithm can be used on intrusion detection systems and 

as such its effectiveness should be tested and measured. 

The use of the UNSW-NB15 dataset is highly 

recommended since it covers most of the attack types used 

by modern attackers. Since the dataset is comprehensive, 

all the attack types should be used so as to accurately 

depict the intrusions. If selected attack types are to be 

used, feature selection should be done accurately so as to 

reflect modern attack types. A collaboration of researches 

can also be done by coming up with frameworks that can 

make it easier to compare the performance of various 

researches. This will aid in improving the performance of 

IDS. 
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